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Discussion and refinement toward a blueprint for an implementation guidance for health artificial intelligence (AI) are ongoing and a full landscape analysis will be performed in a subsequent phase of the Coalition for Health AI’s work.
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PURPOSE

The use of artificial intelligence (AI) in healthcare offers enormous potential for accelerating clinical research and improving the quality and delivery of healthcare. However, a growing body of evidence shows that such tools can perpetuate and increase harmful outcomes and bias absent a framework focusing on health impact, fairness, and equity across all populations, including those underserved and under-represented. When standard guidelines are unharmonized or poorly understood, the potential for distrust for AI is cultivated within the community. Moreover, there is currently an inability to easily judge the robustness of algorithms on relevant data and evaluate health systems developing as well as deploying these tools.

This report is the result of bringing together experts across over a dozen institutions, through The Coalition for Health AI (CHAI), to work through issues that would need to be addressed for enabling trustworthy AI in healthcare. Specifically, this work summarizes those discussions as a step toward a blueprint for implementation guidance on trustworthy AI in healthcare. This blueprint seeks to enable AI that harmonizes standards and reporting for health AI and educate end users on how to evaluate these technologies to drive their adoption. Furthermore, the goal of this blueprint is to enable guidelines regarding an ever-evolving landscape of health AI tools to ensure high quality care, increase credibility within the community, and meet healthcare needs.

BACKGROUND

Since healthcare applications can have a critical impact on patient well-being and outcomes, AI in healthcare must meet a higher standard than AI in other fields. However, some recently published analyses expressing concerns on some AI-based algorithms have raised questions about their safety, efficacy, and equity. For example, a study that assessed 415 published deep-learning and machine learning (ML) models for diagnosing COVID-19 and predicting patient risk from medical images, such as chest x-rays and chest computed tomography scans found that none of them were fit for clinical use [1]. Further, a review of 232 diagnostic and prognostic algorithms for COVID-19 found none of them were fit for clinical use [2, 3].

Failure to provide information about AI system characteristics, behavior, efficacy, and equity can limit trust, acceptance, and proper use of these systems. This information is critical to the safe use of AI systems. In recent years, multiple resources have been published for general use that characterize ML systems including FactSheets [4, 5], Model cards [6], and ML Test Score [7]. Several resources designed to characterize clinical AI-based systems are intended to support assessment of clinical trial protocols, such as SPIRIT-AI [8] and CONSORT-AI [9], or assessment of published studies such as TRIPOD [10], CHARMS [11], PROBAST [12], STARD [13], and DECIDE-AI [14, 15]. Still others are intended to assist researchers and/or developers determining the appropriateness of models for incorporation into biomedical or clinical applications including MI-CLAIM [16], ABCDS [17], Guidelines [18], Risk Prediction Model [19, 20] and Bias
Checklist [21, 22]. However, few independent, scalable guides exist on assessments of AI-based clinical systems for health systems, consumers, and end users.

This work has brought together a collaboration across a number of institutions with expertise in different areas relevant to this effort to attain sufficiently broad coverage. The goal was to ensure applicability to a wide range of clinical AI-based systems and thus facilitate more widespread adoption. Some of the institutions that have already published guidelines (i.e., Duke, Stanford, Johns Hopkins) are part of this work [23, 24]. While there are current efforts to develop core ingredients for AI/ML for specific medical applications like cardiac software and medical devices [25], the clinical AI/ML community would benefit from an approach that could be applied to AI-based clinical algorithms for various uses (e.g., diagnostic, prognostic) and clinical subdomains (e.g., ontology, cardiology).

From past experiences, it has become evident that it is hard to build ecosystems when multiple approaches are left in the wild to bloom without at least minimal consensus-based standardization. Thus, it is important to assemble a guiding coalition and that they agree on the canonical structure for implementation guidance. It is not to say that the guidance needs to be inflexible. Over time, implementation guidance can change as needed. The key is to have a group that builds this consensus together, so there are not hundreds of approaches around that prevent developers and others from knowing what to adopt and how. Such a group, process, and guidelines developed should include input from various stakeholder groups, such as those listed below. This report is the beginning of that effort. By summarizing the culmination of about a year of work via industry, academia and government participants, this work explores the parameters for the guidance, the guardrails, the best practices, the governance to help ensure ethical AI.

<table>
<thead>
<tr>
<th>Stakeholder Groups</th>
<th>Stakeholders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Science</td>
<td>Data Scientists</td>
</tr>
<tr>
<td>Informatics</td>
<td>Informaticists, Software Engineers, Vendors</td>
</tr>
<tr>
<td>End users</td>
<td>Providers, Clinicians, Nurses, including trainees</td>
</tr>
<tr>
<td>Health Care Operations</td>
<td></td>
</tr>
<tr>
<td>Insurers, Payors</td>
<td></td>
</tr>
<tr>
<td>Patients</td>
<td>Patient Advisory Groups</td>
</tr>
<tr>
<td></td>
<td>Patient Advisory Boards</td>
</tr>
<tr>
<td>Regulatory and Policy</td>
<td>Legal</td>
</tr>
<tr>
<td></td>
<td>Ethics</td>
</tr>
<tr>
<td></td>
<td>Government/Policy</td>
</tr>
<tr>
<td></td>
<td>Professional Societies that publish and review clinical practice guidelines</td>
</tr>
<tr>
<td>Health Care Administration</td>
<td>Health Care Leadership</td>
</tr>
<tr>
<td>Research</td>
<td>Translational and Implementation Science</td>
</tr>
<tr>
<td></td>
<td>Research Funders</td>
</tr>
<tr>
<td>Trainees</td>
<td>Educators, computer science students, medical, nursing, and public health</td>
</tr>
<tr>
<td></td>
<td>informatics students, continuing education.</td>
</tr>
</tbody>
</table>
KEY ELEMENTS FOR TRUSTWORTHY AI IN HEALTHCARE

In working toward implementation guidance for ethical health AI, several elements were defined and explored including bias, equity, fairness, testability, usability, safety, transparency, reliability, and monitoring, described as follows.

Bias, Equity, and Fairness

In this report, bias refers to disparate performance or outcomes for selected groups defined by protected attributes such as race and ethnicity, and in this paper, differences that are perpetuated and/or exacerbated by AI models and their use. Bias, equity, and fairness are interrelated. In equity, the goal is to ensure that everyone can achieve their health potential regardless of specific group membership. With regards to health AI, this means ensuring that AI is not disadvantageous to a specific group. Algorithmic fairness refers to the multidisciplinary field of study that seeks to define, measure, and address fairness as it relates to algorithms used for decision-making.

Leveraging health equity by design involves looking with intentionality at promoting health equity [26]. This means there is a need to explicitly define equity goals. As part of this process, there is a need to include all the various stakeholders and community members, throughout the entire lifecycle of the AI tool [27]. This involves everything from data collection to deployment as well as behavioral considerations for algorithmic-user interaction. (See later elements on testability and usability.) In addition to health equity, there are often multiple variables that are being optimized at the same time (performance, fixed costs, profit, value, etc.). So, the key is to make an informed decision considering the inherent tradeoffs with other goals. This ensures the various factors are ultimately explicitly weighed as desired by the corresponding organization/user.

There are processes and measures that can help evaluate AI for potential bias, equity, and fairness. Yet, it is not possible to completely pre-define the set of measures and processes that are required for specific settings. Establishing frameworks and checklists can help guide decisions. Overall, there should be multiple checkpoints for different stages of evaluation and continual monitoring to account for dynamic changes in the population, user behavior, and algorithmic performance. For example, it is not just about looking at the algorithm itself and what it is doing but also evaluating how it works. The algorithm may use proxies that are correlated with certain variables such as race, which might not be known unless carefully considered together. Monitoring structures need to be set up that include multiple checkpoints. These should be placed before and during model training as well as before and after deployment. This helps ensure that there is no unseen data shift or other issues that may have degraded performance or introduced new biases in the model and associated workflow.
There are several approaches that can help mitigate algorithmic bias in Health AI and promote health equity. Better incentives are needed to promote health equity by design. This includes incentives to fix data at the collection step instead of only focusing on phases involving model development and deployment.

Governance is also key to overseeing mitigation strategies. Establishing who governs and how governing occurs, in a standardized way, can help mitigate risks. This requires a multidisciplinary team to establish processes and measures for bias.

The concept of “algorithmically underserved” helps illustrate several aspects of bias, equity, and fairness and illustrates health equity by design and the associated processes that may be important to apply [28]. There are three aspects to this idea. First, some patients may be underserved because they do not have data recorded/available. This may be because some/all of their records are not available electronically or available on platforms that support algorithmic/clinical decision support apps, such as SMART-on-FHIR or CDS-Hooks-capable systems [29, 30]. It may also be that the patient explicitly decided to decline making their data available or simply choose not to complete forms/information fully. The second aspect is that some patients may be from populations without enough data to evaluate performance of models with confidence. For example, an American Samoan patient may be algorithmically underserved when there is too small of a sample size available in the training set. The final situation occurs when an algorithm is known to work well in a certain population but not in another one. In some cases, such algorithms may not be used at all or may only be applied to the subset of the population where high performance is seen. Careful work is needed to ensure each of these aspects is considered. One example of a program in this area where some guidelines are being developed is the Artificial Intelligence/Machine Learning Consortium to Advance Health Equity and Researcher Diversity (AIM-AHEAD) Program [31].

Testability

In this report, testability refers to the extent to which an ML algorithm’s performance can be verified as satisfactory. The context of how the AI is being used plays an important role in determining testing needed. Testability requires strong contextual understanding of the model and its intended use including where, why, and how.

The model’s life cycle needs to be looked at when doing testing. It is not only important to look at the training phase or when in deployment. Testing needs to be done throughout the lifecycle, including from conception to after deployment. In fact, testability as part of the model lifecycle is not a single step or even discrete individual steps but should be part of a continuous process. (See the monitoring section as well.)

When testing, it is important to establish a reasonable baseline on which the AI system will be involved. The status quo, against which the model is compared, may be
difficult to fully define. However, working to define one can help to capture value of the model and potential return on investment (ROI), thereby increasing adoption rate. It should be recognized that certain study designs may have more weight. Randomized controlled studies are considered the “gold standard” but are not always possible. Thus, capturing study design used, performance, and sample size information may be useful to assess level of evidence, and an implementation guide could include notes on the level of evidence and type of study designs used to assess model impact. Furthermore, capturing documentation, reproducible methods, and accessible code are important for multi-site testing and can also be embedded as pointers in a schema for the relevant resources.

During each phase of the life cycle, there are different common issues that arise in testing. An implementation guide should call these out for different phases of the lifecycle and enable capturing performance metrics, provenance, and other information to ensure testing results can be examined. An implementation guide can help capture relevant information about the testing and its results across the lifecycle. In addition, there are a number of policy issues to be defined including what type of AI tool could be testable, who is reasonable for testing it, and how to incentivize/enforce regular testing in the model lifecycle. Finally, it would be helpful to have guidance on health systems’ responses if a model fails testing as well as standard procedures that should be done as potential next steps.

Usability

Usability is another key area. It is defined here as denoting the quality of the user’s experience, including effectiveness, efficiency, and satisfaction, when using an algorithm’s output. Usability has several important factors that need to be considered. The first is context: usability is heavily dependent on a model's context. The second is end user and/or patient perspective. There need to be optimal ways for patient perspectives to be incorporated into usability design. It is important that end users be involved as contributors to the assessment of usability. Simplicity is another variable. Excessive complexity decreases usability. Other tradeoffs aside, a simpler model is often easier to use.

Workflow considerations are important for usability. For non-emergency notifications, non-intrusive alerts are preferable as they do not interrupt workflows and can be evaluated together at the appropriate time, thereby reducing alert fatigue. At times, explainability may detract from usability, depending on how it is implemented.

In thinking about an implementation guide, there are some key items to address. This includes delineating how usability is measured and by whom. Another area to explore is defining how patient perspectives can best be incorporated into usability design and process itself. Finally, there is a need to empower designs that help end users who may not have data science training and understand a model’s output.
Safety

Safety is a vital factor. Here, this refers to preventing worse outcomes for the patient, provider, or health system from accruing as a result of use of an ML algorithm. A lack of oversight can make any model unsafe. Looking at potential role of outcome proxies is also important. Using a proxy for a desired outcome, instead of the desired outcome itself, can create additional risk. Models that are aligned with a proxy of a desired outcome can potentially lead to unintended and unsafe consequences. There may also be downstream impact that may not be readily known or available in the development process for the AI model.

As a baseline, safe AI models should not create worse outcomes than the status quo. A known safety risk of ML is automation bias or uncritical acceptance of an automated suggestion. As with testing, looking at the entire lifecycle and considering unintended, downstream consequences of AI deployment is vital. An implementation guide should define metrics and provenance information including on how safety is measured and by whom this information is captured. It should define ways to capture how safety events caused by AI can be identified and reported. Furthermore, it should define and enable the parties that provide data (e.g., hospital electronic health records, patient-generated health data) on roles and responsibilities for maintaining safe AI.

Transparency

The transparency of an AI model implies interoperability, traceability, and explainability. For a model to be transparent, there must be precise communication from the time of dataset curation and model design to the model's final output, encompassing performance, confidence level, and generalizability. The type of information reported must be adapted to each stakeholder’s perspective and needs.

Enabling transparency is not a one-time process. To maintain transparency, the model has to be continuously evaluated and addressed throughout the AI system lifecycle. Transparency is enabled when criteria involving the underlying datasets, models, and stakeholders are considered.

For datasets, there should be a standardized process and policies in place for curation. Each dataset should include relevant metadata. Furthermore, the collection process must be specified. Inclusion, exclusion criteria, demographic information with diversity details and device characteristics should be included. The provenance and limitations of the data will need to be specified.

For models, motivation and intended use of each model should be disclosed and the decisions used to design a model should also be made public. There should be transparency regarding the data that the model has been trained on. There should be robust external evaluation to guarantee generalization before deployment in healthcare settings. It is important to have disclosure of a model’s performance and level of confidence for each output. The model should be continuously evaluated
throughout the AI system lifecycle and be able to adapt to feedback.

For stakeholders, considerations around the audience are critical. For example, certain types of information should be provided for technical versus non-technical audiences. There should be clear communication regarding tradeoffs made by the model. As stated in the bias and equity section, diverse multidisciplinary teams should be involved throughout the model lifecycle.

An implementation guide can help address transparency when there are multiple datasets and/or models that are combined. In some cases, data used for training may not be public and algorithms themselves may be proprietary. It may be helpful to define approaches for further transparency in these cases. In terms of transparency for end uses, model cards have been used for this purpose. Like a nutrition label, model cards can be designed to provide specific information to increase transparency based technical knowledge of the end user. There are questions around policy for models already deployed and datasets already in use. For example, they could be grandfathered, given certain time to follow proposed policies, retired automatically, or given certain guardrails to follow. A framework for transparency in datasets and models would be the next step, upon which a certification process could be built as well.

**Reliability**

Reliability captures the ability of an AI model/tool to perform its required function under stated conditions. Key facets of reliability include failure prevention, dataset shifts, and workflow integration. The goal in fail prevention is to minimize the likelihood of failure. One of the reasons why reliability is important comes from differences in or changes to the environment in which the tool is used. Specification of a tool’s intended use is heavily affected by such dataset shifts. In addition, how the model is integrated into other systems can affect its reliability. Intended use, and measurements of reliability, should capture the role the tool plays in the broader, human-centric clinical workflow. Reproducibility is an important related factor for ensuring outcomes are consistent across sites and thus reliability for the entire health system in question. AI/ML is particularly sensitive to variations in hardware and software versions. Like other variables (e.g., see testability), reliability is a factor that needs to be considered across the continuum of the life cycle. Thus, an implementation guide should capture information such as metrics for reliability, its embedded workflow, versioning, expected datasets, and guardrails for drift [32].

**Monitoring**

Monitoring involves the ongoing surveillance of an AI tool with the goal of raising an alarm when shifts in the input data, tool outputs, or use behavior are detected. In monitoring, it is important to identify failures and vulnerabilities quickly so that negative effects are minimized. Central reporting is important so that all sites can learn from the experiences of others. This is critical in rare incidents: where individual sites may not realize a
pattern but combining information across sites can enable faster event detection. When monitoring, it is important to consider backwards compatibility. Model updates should not reduce the quality of human-AI collaboration.

An implementation guide can help define the type of information that is relevant to include in the specification for a machine learning model and its encompassing tool. When monitoring, it is useful to pre-define what actions will be taken based on the monitoring results. Having a predefined protocol can be useful for when unintended model behaviors arise, especially in real-time, high-volume cases where decisions that could affect many end users need to be made quickly. In addition to shutting down a system, there may be a continuum of possibilities such as Bayesian learning, stepping back temporarily, etc.

Monitoring is a factor that needs to be looked at across various settings. Metrics may be monitored upon the live deployment of a system as a whole, but also focus on monitoring algorithm-level issues and workflow-level reliability. Guidance is also needed for how often models need to be updated and systems maintained.
**NEXT STEPS**

Every institution can have different flavors of AI tools. Yet, there is a need to use the same principles to build them and facilitate their use. Through an assurance accreditation lab, health systems as well as tool developers and vendors can submit processes and tools for evaluation to ensure readiness to employ AI tools in a way that benefits patients, is equitable, and promotes the ethical use of AI.

In large medical centers, there may be the resources to make this happen now. Other small and rural resource-constrained health systems may not have the resources to do it on their own. So, there may also be a need for an advisory body to move the field forward with these entities as well and ensure equity so that, for a given patient, ethical AI would not depend on where they live or with which health system they are interacting.

Below are the key pillars for how an AI assurance, evaluation, and discovery lab can help achieve results through health system preparation, AI tool use, and infrastructure for enabling trustworthy AI.
Setting up an Assurance Lab and Advisory Services

An interdependent accreditation lab and associated consulting service will help in creating an ecosystem that has at minimum four components: a shared definition of value and infrastructure components such as registries of tools, templates of legal agreements as well as sandbox environments for testing tools.

A Shared Definition of Value

With negative margins being commonplace for many health systems, it is important to ensure a clear value proposition for the patient and the organization for deploying AI solutions. Thus, it is recommended to begin with the value proposition evaluation. Demonstrating the value framework can get the decision makers excited, and then the other elements can be done to lead to better patient outcomes and ROI. Governance requirements, bureaucratic processes, and best practices come secondary to value in terms of getting initial buy in. Thus, one goal for implementation guidance, including potential consultation services, would be to serve as an enabler of value for health systems and their patients, which also includes ensuring policies do not deplete that value. For example, there is risk of overburdening our health systems with excessive reporting or regulatory requirements.

On the other hand, initial processes to understand the value proposition are just the beginning. There is a need for a structured intake process for potentially virtual model deployments with the workflow. This can include structured checklists that require the submitter to think through how the potential solution would impact the organization and how it would generate value.

Initial attempts to understand the value proposition are just the beginning. There is a need for a structured intake process for candidate use-cases (where a model would drive a clinical care workflow) based on virtual model deployments that calculate achievable utility via simulating several days of care workflows [ref: https://doi.org/10.1093/jamia/ocaa318]. Enabling such analyses will require structured checklists that require the submitter to think through how the potential use of the AI tool would impact workload in the organization and who would need to do what to realize the value.

Value also needs to be throughout the proposed ecosystem and for its development. This includes incentivizing developers to participate and make sure there is value derived for promoting transparency and ethical oversight throughout the entire process.

Finally, a maturity model can be developed and applied both to health systems and on the tools utilized. Several maturity models exist [33, 34] but need further development for adoption, spread, and scale within healthcare.

By understanding the level of maturity of an organization, the next steps needed in the
consultation process will become apparent to enable the value proposition. The other approach is to establish maturity models for the developers of the AI models or the models themselves, similar to the Food and Drug Administration (FDA) pre-certification pilot [35] that sought to establish criteria for the industry developers, rather than the device/tool itself. For models, setting up guardrails with potential intervention points may be another option, similar to the FDA AI software as a medical device (SaMD) guidance [36].

Registries
One approach to empower patients is to set up a registry, where AI tools are registered. This may be like clinicaltrials.gov for clinical trials, but for predictive algorithms. It could be done at an institutional level as well. The key is local implantation of a uniform national framework. Patients could look up what is available in their own facility and see the tools. Care providers and AI tools developers can compare algorithms and analytic options by reviewing the registry. It would be useful to look at all the model cards and other publications that propose nutrition-like labels for AI models.

Providers with access to patient clinical history, phenotype, genotype, etc. can interact with such registries to see if a particular algorithm is likely to perform well. Ideally, the algorithm can be pulled down and interact with the patient’s data and provide results to clinicians. Like clinical trials, AI tools are created in different institutions using different populations. This information can be captured as metadata in a registry. This metadata could be used to help determine when the underlying algorithms may be suitable for a particular patient, facilitating precision medicine.

To build such a registry, the technology and policies need to be developed to enable it to be used as part of an ecosystem. An assurance accreditation lab can help ensure information on such registries is trustworthy. There can be thousands of data sources that are integrated. The registry of tools can help increase transparency and provide a platform for evaluation rubrics that can inform data and model validation and other aspects necessary for an ecosystem to flourish.

Legal Agreements and Sandboxes
To set up such an assurance accreditation lab and associated technical assistance service, there needs to be agreement on a set of criteria necessary to be reported on an algorithm to perform such an evaluation. It also necessitates willing institutions. A number of existing organizations already have sandboxes for testing models locally. While not all models can be built on local data, the validation should be done locally (or at least with local data/workflow conditions). An evaluation and monitoring platform can help ensure long-term reliability as well.

There needs to be standardization to enable a marketplace where data providers and algorithm developers can come together for validation. This includes creating a template-based, check box legal agreement approach for the participation of the data providers.
providers and the algorithm developers for validation. There are some existing exemplars of such legal agreements for data sharing/testing, including from two-party agreements to multiple-party industry-based datasets. With standardized templates for agreements, much of the time currently taken up by legal negotiations can be saved. Furthermore, having standard schemas for data will speed up the process so that data can easily be processed by an assurance accreditation lab and technical assistance service. Approaches to setting up such agreements on sharing the data and creating sandboxes have already been done on a smaller scale. Convening a group would enable scaling to expand that to more parties, with more use cases, and with more data types as the technology and policy allows.

Independence

One of the requirements for having an assurance accreditation lab is ensuring its independence. Doing so can build trust among potential stakeholders and users and enable collaborative work in the pre-competitive space. Without having conflicts of interest, the assurance accreditation lab can work to set up a minimum set of assurance requirements (which may not be mutually exclusive) rather than picking “winners” or “losers” where different approaches exist. The goal is to be collectively exhaustive to ensure all elements of a minimum standard are captured.

There is also no need to reinvent the wheel. Rather, it is a matter of finding pieces already out there and assembling them together, filling in gaps where necessary. It is important to orchestrate the sequence of processes to get to the end result, namely an assurance accreditation lab with various ecosystem components in place with standardization.

Process and Engagement

One of the challenges for an assurance accreditation lab is getting tools and datasets into the same analytical environment. There could be thousands of data providers, each of which have metadata that describes the caveats about their data sets. Legal templates can help facilitate the process. Furthermore, privacy preserving AI technologies offer possibilities where neither data provider nor algorithm provider need to share data/IP. There may also need to be different test platforms for nuances in different medical record systems and underlying data representation. For all of these, engagement in creating standard processes will be critical.

The result can be a standard set of reports, potentially via data/model card, so that the user knows that every time one receives the tool from any entity, one is going to get back a similar kind of report. This standardization is useful to incentivize an ecosystem as then commercial providers know what to expect. This would enable information like a model card to be entered into a registry. Various levels of information can be provided, and there can be different levels of transparency on the results obtained. For example, certain proprietary pieces of information as well as certain performance metrics, especially in
initial stages, may be made available only to certain users. The key is to engage various stakeholders on the type of information needed, potential metadata to share, and potential users of the information generated by an assurance accreditation lab.
Institutionalizing Trustworthy AI Systems

An accreditation lab and associating technical assistance service can help in institutionalizing trustworthy AI systems. For systems to institutionalize trustworthy AI systems, there are several prerequisite components. These are seen in a number of frameworks such as Trustworthy AI Executive Order (EO) 13960 [37], U.S. AI Bill of Rights [38], the World Health Organization (WHO) [39], Organisation for Economic Co-operation and Development (OECD) AI [40], industry and academic-derived principles, and states’ efforts [41].

There are several common themes. The first is to create an inventory or registry of various models/tools in the system. The second is to define which types of models from the inventory are subject to which guidelines. Automated algorithms with higher levels of autonomy typically have more stringent monitoring [42, 43]. The third theme is to define organizational structures such as who is responsible for overseeing the trustworthy AI systems and for responding to requests in governance processes. Currently, there is little standardization. An implementation guide could help define successful oversight and governance.

Once organizational structures and oversight processes are established, then there is a basis for creating an established set of maturity levels against which health systems can be evaluated. In this context, there needs to be a floor or a minimum level of functionality that health systems should be able to perform toward enabling trustworthy AI. With a predictive model, there should be a person who is responsible to evaluate and ensure that tools do not have disparate impact. (e.g., minimum standard set by the California Attorney General). In the Trustworthy AI EO, federal agencies are called on to certify that all applications meet a minimum set of nine principles or retire the application [44].

To ensure health systems’ AI tools possess these elements, an opportunity exists to specify who tests and when they test. So, in addition to implementation guidance, there may be a need to have adjudicating bodies that decide who is testing and how, and such tests may represent something that is certifiable, thus promoting confidence in such tools. The result is ongoing monitoring to ensure continued ethical AI, facilitated by testing, evaluation, and/or accrediting bodies.
Energizing a Coalition of the Willing

There are several actions that can help move toward an implementation guide and beyond it to a roadmap with timelines, which can help identify priorities and catalyze action. It also helps bring together a critical mass of the willing and create a “fear of missing out” atmosphere. In designing the roadmap and timeline, it is important not to instill or exacerbate existing digital divides.

A potential opportunity between CHAI and National Academy of Medicine exists to convene and bring together this coalition of the willing. This can be done by both codifying best practices and corresponding “code of conduct” for AI. A consensus publication will certainly help move the field forward, ideally driven by public comment periods where people can reflect and comment on the commentary paper that produced. There is also a need to go beyond papers and Portable Document Format (PDFs) to actual practical code and software.

To foster an environment where an implementation guide and tools are deployed, there is a need to look at various incentive structures and policies surrounding these. Incentives shape behavior, sometimes implicitly. There needs to be a compelling business case for putting in effort to build and coalesce around a national standard. Such a standard should not be rigid but rather one that is living and updated over time, as new technologies and situations arise.

Finally, engagement from the beginning is key: from the design level as well as at the release level. The implementation guide should allow the end users to better comprehend what is being disseminated to them as well as providing auxiliary information via a registry of tools and evaluation rubrics. Education of the community of stakeholders would include generating documentation, and other materials to both inform, maintain, and receive feedback constantly from those tools that are being deployed.

Moving forward requires getting beyond the idea of one-way monitoring to ensuring that the community can collectively learn and then change practice quickly. This will involve a national, cohesive community of leaders and people who can move the field forward. Through convening of stakeholders, CHAI can help move the field forward toward an implementation guide and associated frameworks to foster a community that adopts it.
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